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ABSTRACT
This paper presents an associative neural network based on Long Short-Term Memory (LSTM) 
networks to predict the opening, minimum, maximum and closing prices of the Shanghai composite 
index, PetroChina Company Limited (PetroChina), and Zhongxing Telecommunications Equipment 
Corporation (ZTE). The data is transformed with time series techniques to render them stationary. 
Once good results are obtained in terms of the mean absolute percentage error (MAPE), the model 
is tested with the American Nasdaq Composite Index (IXIC). Similar works have been carried 
out, such as that of Ding & Qin (2020) where they predict the opening, minimum and maximum 
prices of an asset. This study goes a step further to predict the closing value following the proposed 
associative network methodology. Having the opening price and the closing price, it is possible to 
make investments to generate profitability based on the daily net change in value of the asset.

RESUMEN: 
Este trabajo presenta una red neuronal asociativa basada en redes LSTM (Long Short-Term 
Memory) para predecir los precios de apertura, mínimo, máximo y cierre del índice compues-
to de Shanghai, PetroChina y Zhongxing Telecommunications Equipment Corporation (ZTE). 
Los datos son transformados con técnicas de series temporales para hacerlos estaciona-
rios. Una vez obtenidos buenos resultados en términos del error porcentual absoluto medio 
(MAPE), el modelo  es probado con el American Nasdaq Composite Index (IXIC). Trabajos 
similares han sido realizados, como el de Ding & Qin (2020), donde predicen los precios de 
apertura, mínimos y máximos de un activo. Este studio va un paso más adelante en la predic-
ción del valor de cierre siguiendo la metodología de redes asociativas propuesta. Teniendo el 
precio de apertura y el precio de cierre, es posible realizar inversiones para generar rentabi-
lidad en base al cambio neto diario en valor del activo. 
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INTRODUCTION
Predicting stock and financial indices prices 
is considered a complex problem given the 
amount of noise in the system, that is, it has 
small or large fluctuations that cannot be ex-
plained with the data available. This can be 
due to multiple factors that affect the value 
of financial assets s uch a s n ews, a  change 
in the laws of a country, a comment on so-
cial networks or it can simply be white noi-
se which cannot be tracked. In most recent 
works there are different approaches to ad-
dress this problem, some authors seek to 
build more complex models such as Ding & 
Qin (2020) with its associative network that 
predicts the opening, minimum and maxi-
mum values for an asset for the following 
day, others seek solve the problem by obtai-
ning data that better explains the system as 
Mehta et al. (2021) who integrated data from 
public opinion, sentiment analysis, and histo-
rical data to train multiple models, some re-
searchers prefer to attack the noise problem 
directly, such as Wu et al. (2021) or Bao et al. 
(2017) who used Wavelet transformations to 
reduce noise in the system.

The ability to correctly predict the behavior 
of the value of assets leads to profits for in-
vestors while reducing risk. Therefore, in this 
work a technique is designed that allows pre-
dicting the following day opening, minimum, 
maximum and closing values of a stock or 
financial index simultaneously, using asso-
ciative LSTM neural networks which allow for 
predicting values simultaneously by taking 
advantage of the relationship that exists bet-
ween asset prices. Similar works have been 
carried out, such as that of Ding & Qin (2020) 
where the opening, minimum and maximum 
values of an asset are predicted. This study 
goes a step further by predicting the closing 
value using the proposed associative net-
work methodology. With the predictions of 
opening and closing values for the following 

day, it is possible to make investments that 
seek to profit from the daily net change in 
the value of the asset.

This study begins testing by using data from 
the Shanghai composite index, PetroChina 
and ZTE. These assets were selected in order 
to replicate the results obtained by Ding & 
Qin (2020). The characteristics used are mo-
ney traded, net asset value change and the 
opening, minimum, maximum and closing 
values for each asset. The data is collected 
with a daily frequency.

As can be expected, the opening, minimum, 
maximum and closing values are found to be 
related to each other, therefore the LSTM as-
sociative network technique is an interesting 
approach to this problem. This document va-
lidates the efficiency of LSTM associative net-
works to predict related historical values and 
extend good performance to indices from 
other market sectors.

The rest of this paper is organized as follows. 
In the second section we present the state of 
the art and our theoretical framework, here 
we discuss related works and the different 
techniques used in the literature. In the third 
section, we introduce the methodology, pre-
sent the data and explain analytical models 
for the construction of the network. In the 
fourth section we present our results. Finally, 
in the last section we present our conclusions.

LITERATURE REVIEW

There are many related works that use di-
fferent techniques and approaches to pre-
dict the future value of stocks. A general 
3 by 3 forecasting model has been used to 
classify stocks into 3 categories: overvalued 
stocks, undervalued stocks, and reasonably 
priced stocks (Harel & Harpaz, 2021). Using 
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this technique investors can build strategies 
around the current state of stocks. The clas-
sification of price behavior for the following 
day into “High” or “Low” categories, corres-
ponding to a rise or fall in price, required 
the use of a decision tree which was trained 
using articles published worldwide in order 
to identify the words that most affect the 
market. The model was tested following this 
strategy and proved to have superior results 
to other recently studied techniques (Carta 
et al., 2021). The efficiency of different mo-
dels when trained with continuous or discre-
te data was compared, better results were 
obtained using the RNN and LSTM models 
when trained with continuous data (Nabi-
pour et al., 2020).

Using data from the COVID-19 pandemic from 
social networks where cases of infections and 
deaths are reported, measurements of senti-
ment and events that affect the stock market 
have been extracted. This information has 
been used as input for SVM and Random Fo-
rest Classification models to predict market 
movements for the next day as shown in Al-
mehmadi, (2021). The latter study managed 
to obtain superior results by including data 
from the pandemic. Combining financial data 
from stocks together with data extracted from 
Twitter and testing different combinations of 
these, the random forest model, despite re-
quiring 37 characteristics, offered better re-
sults than other models such as the K-Nearest 
Neighbors that uses 9 characteristics to give 
its best result (Evans et al., 2021).

It has been shown that it is possible to make 
more abstract representations of the data 
using deep learning tools, deep canonical 
correlation analysis, and deep canonically 
correlated autoencoders. Results show that 
these models surpass traditional statistical 
and machine learning techniques (Huang 
et al., 2021). The relevance of the variables 
is identified by combining the results of Lo-
gistic Regression, SVM and Random Forest. 
The variables identified as relevant are used 
as input in a deep generative model which 
shows to surpass other approaches in the 
state of the art (Haq et al., 2021).
Wu et al., (2021) show that Wavelet Transfor-

mation (DWT) for noise removal and Extreme 
Learning Machine as a learning algorithm 
permits them to obtain better results than 
other Machine Learning methods. Bao et al., 
2017 build a model that reduces data noise 
and improves prediction accuracy and gains 
when put into practice by combining Wavelet 
Transformations with Stacked Autoencoders 
and LSTM.
 
Mehta et al., 2021 use SVM models, MNB 
Classifier, Linear Regression, Naive Bayes 
and LSTM Networks models, to analyze data 
from public opinions, sentiment analysis and 
historical stock data to make predictions. 
The results show that considering these sou-
rces improves predictions. Nti et al., (2021) 
extract data from multiple sources and ran-
domly select characteristics to train a hybrid 
CNN-LSTM network model and present high 
accuracy results, validating the efficiency of 
taking data from multiple sources. Demı̇rel 
et al., (2020), compare Multilayer Perceptron 
(MLP), SVM and LSTM models as to their abili-
ty to predict daily opening and closing prices, 
their results show that the MLP and LSTM 
models are superior to the SVM model. Ding 
& Qin, (2020), build an associative LSTM net-
work which simultaneously predicts the ope-
ning, maximum and minimum values of with 
an accuracy better than 95%.

Javed Awan et al., (2021) use big data techni-
ques and structured and unstructured data 
from social networks to compare linear re-
gression, random forest and decision tree 
models. Using large volumes of data, they 
identify that decision trees underperform 
compared to other models.

Zhang & Bai, (2019) build and compare se-
veral models to identify stocks that have the 
highest probability of rising in price. Random 
Forest obtained the best results in prediction 
accuracy and in generating higher annual 
returns. Khattak et al., (2019) use KNN to 
classify stock trends and in this way identi-
fy future price increases or decreases. Their 
results show that their proposed model out-
performs other simpler models.

Wang & Bai, (2018) generate weak ANN mo-
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dels and demonstrate that it is possible to 
improve their predictions by creating assem-
blies of these models using boosting techni-
ques. Wu et al., (2018) show that it is possible 
to effectively filter the noise in market cha-
racteristics by assembling weak classifiers 
using AdaBoost, thereby obtaining better 
prediction results. Kohli et al., (2019) integra-
te historical stock data along with historical 
prices of commodities such as gold, oil, silver 
among others, and show that an AdaBoost 
ensemble model provides better results than 
other techniques used.

Nti et al., (2020) compare multiple assembly 
techniques for different models in order to 
predict share prices. Their results show that 
Stacking and Blending assemblies demons-
trated superior performance compared that 
of Bagging and Boosting assemblies.

After reviewing related works in the litera-
ture, we decided to use a deep learning ap-
proach. Deep learning is a subset of artificial 
intelligence which uses neural networks that 
learn from large volumes of data. For this 
study, we use LSTM associative neural net-
works which, due to their ability to store in-
formation over time, are capable of relating 
events and finding trends that other types of 
networks cannot.

As a basis for the development of this paper 
we use the article "Study on the prediction of 
stock price based on the associated network 
model of LSTM" by Ding and Qin (2020). In 
their paper Ding and Qin build an associati-
ve network of great predictive performance, 
and use it to predict the opening, minimum 
and maximum prices of different stocks and 
financial indices.

METHODOLOGY

Data
We collect data for the Shanghai composite 
index (Code 000001.SS), PetroChina (601857.
SS) and ZTE (000063SZ). The codes corres-
pond to the identification number used in 
the Shanghai stock exchange. We construct 
one dataset for each asset. The datasets con-
tain daily data for the following variables:

• Open: Opening price.
• Low: Minimum price.
• High: Maximum price.
• Close: Closing Price.
• Change: change in the price of the asset.
• Money: Money traded during the day.

Table 1 shows an example of the data for the 
Shanghai composite index.

Tabla 1 - Small sample of the Shanghai composite index

The data are stationarized by subtracting 
from each value the value of the previous 
day, thus removing the trend and ensuring 
that the model learns deeper patterns in the 
data.

For the purpose of parameter selection, we 
divide the data in two parts. One part is used 
for training and the other for testing the mo-
del. This allows us to verify that the model 
is generalizing and works correctly for data 
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that was not used during training.

To evaluate the performance of the model as 
an investment system, we remove the data 
corresponding to the last 20 days and then 
we use the model to predict these values. 
For each day, we evaluate the prediction of 
the model regarding the direction of asset 
price changes. A positive movement in the 
price of an asset is predicted when the mo-
del indicates that the daily closing price will 
be higher than the opening price, otherwise 
we interpret the that a negative movement in 
the price of the asset has occurred. We then 
compare the real direction with that predic-
ted by the the model. If the directions are the 
same, this represents a profit and the magni-
tude of which will be given by the real change 
in the price of the asset, otherwise the result 
is a loss. Finally, we add the gains and losses 
for the last 20 days to obtain a 20-day return, 
which is equivalent to a monthly return.

Model
Long Short-Term Memory (LSTM) networks 
are a type of recurrent neural network with 
the ability to store information from past 
events to predict sequencing problems. Each 
neuron has 3 gates: input gate, forget gate, 
and output gate.

We use the notation introduced by Ding and 
Qin (2020) in the development of the formulas.

Equations 1 and 2 show the activation 
functions used to update the state of the 
neuron. Equation 1 is the sigmoid function 
and equation 2 the tanh function.

The forget gate determines what information 
can be discarded. We use equation 3 to cal-
culate the probability of forgetting.

Where ht-1 represents the output of the 
previous neurons. xt represents the input to 
the current neuron. Wf and bf represent the 

weights and the basis vectors, respectively.

The Input Gate is responsible for updating 
and feeding the information in the neuron. 
It considers the new information and the 
previous information and is calculated with 
equations 4, 5 and 6.

Finally, the output gate takes the current sta-
te Ct and filters it to obtain the final result of 
the neuron as shown in equations 7 and 8.

To improve the interpretation power of the 
model and reduce overfitting, the Dropout 
regularization technique is used. With this 
technique, in each model training cycle there 
is a probability that each neuron will discon-
nect from the network. In this way the neu-
rons do not generate a codependency with 
each other, which reduces overfitting.

Since the opening, minimum, maximum 
and closing prices of a stock are associa-
ted, an associative network based on LSTM 
networks is built that predicts these values 
simultaneously. The associative network is 
built from the LSTM base structure where 
each branch of the network predicts one of 
the values of interest. 

As shown in equation 9, the mean square 
error (MSE) is used as the loss function for 
each branch. The lower the MSE, the better 
the accuracy.

In equation 9, the loss in each of the network 
outputs is calculated, where yi and y'i co-
rrespond to the actual values and predicted 
values, respectively, and n is the number of 
records.

Equation 10 shows that the average of the 
loss functions of each branch is used as the 
cost function for the complete model.
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Using this methodology, we will estimate 
the opening, minimum, maximum and clo-
sing values for the 3 datasets proposed in 
the data section. Afterwards, we will use 
the methodology to predict these values for 
other markets.

Parameter selection
For LSTM networks there is a time steps pa-
rameter that determines the number of pre-
vious time periods the network considers to 
predict the next value. For the selection of 
this parameter and the number of epochs, 
the network is evaluated at 5, 10, and 20 ti-
mesteps for 500 epochs for the 3 assets.

Table 2 shows that a network with generali-
zed parameters for all assets cannot be con-

sidered. For 000001.SS and 000063.SZ the 
cost function has better results with 5 times-
teps, while for 601857.SS better results are 
obtained with 10 timesteps. For this reason, 
we decided to continue the tests maintaining 
the 5, 10 and 20 timesteps.

Tabla 2 - Cost functions

Figura 1. Five timesteps training

Figura 2. Ten timesteps training
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Graphs 1, 2 and 3 show the training of the 
model at 500 epochs for the different times-
teps. We decided to train the model at 250 
timesteps where we find a good relationship 
between convergence and training time.

RESULTS
To the previously evaluated assets, we now add 
the Nasdaq Composite (^IXIC), which is one of 
the most relevant financial indices in the Ame-
rican stock market. Using this index, we seek 
to evaluate the behavior of our network for the 
case of an American financial asset.

We use the Mean Absolute Percentage Error 
(MAPE) metric to obtain a value that repre-
sents the network error in percentage terms. 
Since multiple values are predicted (open, 
minimum, maximum and close), multiple 
MAPE values are simultaneously obtained, 
which are averaged to obtain the overall 
MAPE of the network.

Table 3 shows the overall MAPE of the network 
for the different assets. Again, we find that it is 
not possible to have a network with fixed para-
meters that generates best results for all assets.

The MAPE represents how accurate the 
model's prediction was with respect to the 
real values for the asset. However, good 
MAPE results do not necessarily guarantee 
that a model is capable of generating positive 
returns. For this reason, we now evaluate the 
theoretical returns of the model following 
the procedure outlined in the methodology.

.

Tabla 3 - MAPE

Tabla 4 - Theoretical returns

Tabla 5 - Real returns

Figura 3. Ten timesteps training
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Table 4 shows interesting positive and nega-
tive returns such as 16.01% for asset 000063.
SZ at 10 timesteps and -4,61% for 000001.SS 
at 10 and 20 timesteps. As a point of com-
parison, Table 5 shows the real profitability 
of these assets during the same period of 
time. It can be seen that in all cases it is more 
profitable to rely on the predictions obtained 
by the network than the strategy of buying 
and holding the assets. Even for 000001.SS, 
where the network generates a negative re-
turn, we obtain a smaller loss than holding 
the asset.

CONCLUSIONS

We find that it is possible to build a highly ac-
curate model using the methodology propo-
sed in this article. This is evidenced by predic-
tion percentage errors which are inferior to 
0.5% for the values of interest for each asset. 
We also find in the results section that we do 
not have a single model capable of making 
accurate predictions for all assets, so that we 
find it necessary to readjust the parameters 
for each asset.

In all the cases we evaluate, the model exce-
eds the baseline investment strategy of bu-
ying and holding the asset. Even in the case 
where the model generates losses, these are 
lower than those generated by the baseline 
strategy. Theoretical returns show that the 
model could generate returns of up to 16% 
in one month.
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